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Abstract 

Artificial Intelligence (AI) holds the promise of transforming various sectors, notably 

healthcare. AI's capabilities extend to improving diagnostic precision, tailoring treatment 

plans, and optimizing administrative processes. However, this potential comes with 

significant ethical challenges, particularly patient autonomy, data privacy, bias, and the 

risk of amplifying existing inequalities. This policy brief explores the prospects and 

ethical challenges AI introduces in healthcare. It underscores the necessity for developing 

robust ethical governance frameworks for deploying AI in collaboration with diverse 

stakeholders. These  should result in pragmatic tools for ethical adherence assessment, 

stakeholder engagement, and considering the broader implications for public health. This 

policy brief then applies these findings to a critical area where ethical governance is 

needed: gender-related issues. AI can empower women and foster gender equality, but 

without careful oversight, it might perpetuate gender stereotypes and disparities. To tackle 

this, the policy brief proposes an ethical governance framework drawing inspiration from 

established frameworks and/or models: (i) UNESCO’s Recommendation on the ethics of 

artificial intelligence, (ii) WHO's guidance on Ethics & Governance of Artificial 

Intelligence for Health. This framework enshrines principles such as respect for human 

autonomy, harm prevention, fairness, and transparency. 
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Diagnosis of the Issue  

 

Artificial Intelligence (AI) has emerged as a transformative force, with the potential to 

revolutionize various sectors, including healthcare, by enhancing diagnostic precision, 

tailoring treatment plans, and optimizing administrative processes(Alowais et al. 2023). 

Yet, it brings in ethical concerns, including challenges to patient autonomy, data privacy, 

and potential biases that may worsen social disparities(Dsouza et al. 2023). Moreover, 

technological gaps widen the digital divide, as 327 million women in low- and middle-

income countries (LMICs) remain offline(United Nations 2019). This policy brief aims 

to explore the prospects and ethical challenges AI introduces in healthcare and advocates 

the development of pragmatic tools for ethical adherence assessment, stakeholder 

engagement, and broader public health good. The governance of AI in healthcare varies 

significantly across G20 countries reflecting their distinct healthcare systems, societal 

values, and investment priorities in AI technology. 

Preceding the AI summit 2023, the USA issued an executive order for AI regulation, 

emphasizing disclosure of safety test results and commitments from developers to prevent 

harmful biological use (The White House 2023). Conversely, the UK advocates for 

regulation proportionate to risk to uphold public trust, balancing AI benefits with ethical 

concerns (Department of Science Innovation and Technology 2023). The EU, through the 

EU AI Act, and the General Data Protection Regulation (GDPR) has initiated regulation 

for AI use (European Parliament 2023; Wolford 2024). India has introduced the "Ethical 

Guidelines for AI in Biomedical Research and Health," while addressing challenges of 

data privacy and bias. In Brazil, significant AI investments and the "National Strategy for 

AI" prioritize ethical considerations (DHR-ICMR Artificial Intelligence Cell 2023; 

Filgueiras and Junquilho 2023). These examples illustrate the global diversity in 
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responses to AI's impact on healthcare, underscoring the importance of context driven 

solutions to address ethical issues for AI in health. 

In 2020, the G20 Digital Economy Task Force (DETF) emphasized human-centric, 

data-driven, and evidence-informed policies to enhance standards of living, economic 

competitiveness, and societal inclusion. Through DETF, G20 members acknowledged the 

necessity of tackling digital divides and crafting innovative, agile, and flexible strategies 

suited for the digital era (G20 Research Group 2020). In parallel, the WHO and G20 India 

presidency launched the Global Initiative on Digital Health (GIDH) during the G20 

Summit's Health Minister’s Meeting. This initiative aligns with the Global Strategy on 

Digital Health 2020–2025, aiming to expedite the transformation of global health systems 

by consolidating standards, best practices, and resources. The GIDH signifies the joint 

commitment of G20 to utilize AI and digital health technologies for accessible, quality-

assured solutions. It emphasizes international collaboration, highlighting the G20's role 

in fostering the ethical use of AI in healthcare (World Health Organization 2023). 

Additionally, Brasil's G20 presidency aligns with digital initiatives for health through its 

highlights data sharing as a strategic asset to address global crises, prioritizing digital 

technology for the Global South (Ingram and Vora 2024). 

The strengths of these efforts lie in their commitment to international cooperation and 

the adoption of evidence-informed digital policies to address challenges but the current 

forms of AI governance remain fragmented addressing specific challenges such as 

explainability of AI, inclusive and diverse training data or self-governance for private 

developers (World Health Organization 2021). Moreover, they do not include deployable 

ethical governance frameworks that bridge digital divides, reduce inequalities and build 

public trust in these digital systems. The solutions put forth in this policy brief will 

address the need for a nuanced understanding of the ethical challenges and opportunities 
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presented by AI in healthcare, particularly when it comes to addressing gender-related 

issues.  

 

Recommendations 

 

As AI permeates social and economic structures, G20 countries as global leaders have 

moral responsibility to use the present window of opportunity to establish a unified 

approach as a foundation for AI-driven transformation. But a pro innovation approach to 

AI regulation relies on responsiveness to emerging concerns among which gender equity 

needs to be prioritised. To balance innovation with ethical integrity and gender equity 

presented by AI in healthcare, the following recommendations are proposed, with a focus 

on ensuring inclusivity and fairness (figure 1): 

 

FIGURE 1: Ethical Governance Framework Recommendation 
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1. Transparent Reporting and Auditing: Develop standardized reporting and auditing 

of AI applications in healthcare, encompassing data collection, model training, validation, 

and deployment processes. These standards should be developed through representative 

collaboration, ensuring alignment with evolving ethical principles and patient rights and 

updated to keep pace with rapid advancements. In this direction, the EU’s AI Act 

mandates certain AI systems to undergo a 'Fundamental Rights Impact Assessment' 

similar to efforts in Brasil advocating for transparency, requiring providers to conduct a 

preliminary risk assessment and apply proportionate regulation. Similarly, the Ethical 

Impact Assessment (EIA) process, as demonstrated by UNESCO, aids AI project teams 

in evaluating impacts and identifying relevant harm prevention actions (United Nations 

Educational Scientific and Cultural Organization 2023). The AI Audit Challenge 2023 

introduces Meerkat, an open-source Python library facilitating participatory algorithmic 

audits over unstructured data, involving non-technical stakeholders. These initiatives, 

underline the pivotal role of transparent reporting and auditing in developing safe, fair, 

and equitable AI applications. 

2. Representative Data Collection for Equity and Quality: Bias in training data can 

lead to serious predisposition in health outcomes and quality of health care (Norori et al. 

2021). Therefore it is imperative to develop explicit directives and establish metrics to 

measure the inclusivity in data collection, ensuring representation across diverse 

demographics, geographies, and socio-economic backgrounds to mitigate bias and 

improve AI system accuracy. This approach aligns seamlessly with the UNESCO 

Recommendation on the Ethics of Artificial Intelligence, emphasizing the need for AI to 

promote social justice, fairness, and non-discrimination, ensuring accessibility for all. 

Establishing standards to uphold data quality is also essential for unlocking the full 

potential, performance, and relevance of AI systems, enabling value delivery, driving 
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innovation, ensuring ethical outcomes and trustworthiness. Research on reducing gender 

bias in AI systems emphases corpus-level constraints in addressing gender bias (Shrestha 

and Das 2022). 

3. Inclusivity in AI Development: Additional to representative data, the 

incorporation of diversity and inclusion (D&I) principles at all AI development stages is 

vital (Shams, Zowghi, and Bano 2023). This concept operates at three levels: technical, 

(examining algorithmic fairness); community, (assessing diversity in development 

teams); and user, (focusing on intended users, stakeholder feedback, and responsible 

research and innovation principles). As an example of this, the Women4Ethical AI 

platform supports gender equality in AI design and deployment, aligning with the call for 

inclusive AI research and design (The United Nations Educational Scientific and Cultural 

Organization 2023). Incorporating a gender lens into data, algorithms, and healthcare 

practices, from deploying AI solutions to broader systemic changes is essential to 

achieving health equity. 

4. Continuous Bias Assessment: Develop methodologies for continuous assessment 

of bias throughout the AI development cycle to ensure equity in AI applications, 

especially in healthcare. This proactive approach allows for the early identification and 

mitigation of biases before they become entrenched in AI systems, maintaining the 

integrity of AI technologies and ensuring they serve the public benefit effectively. The 

concept of data drift, including concept drift, highlights the dynamic nature of data and 

the challenges it poses to AI systems. For instance, investigation into sex disparities in 

published AI models for disease detection revealed that the models performed worse in 

detecting liver and cardiac disease in women compared to men (Straw and Wu 2022). 

This stresses the importance of continuous assessment with consideration for 



 

8 
 

intersectionality to avoid reinforcing bias particularly in the context of gender bias 

inherent in the health system (Villines 2021). 

5. Engagement with Stakeholders: Inclusive engagement with stakeholders, 

spanning healthcare professionals, patients, and ethicists, is indispensable for crafting AI 

applications that ensure gender equality and sensitivity to the diverse needs and concerns 

of various social groups. This approach necessitates dedicating time and resources to 

foster inclusive development from the outset, integrating ethical considerations and 

maintaining organizational support throughout the development lifecycle. By identifying 

and rectifying stakeholder exclusion, AI technologies can be tuned to physiological and 

socio-cultural factors that are overlooked for women in conventional health care. 

6. Building upon Policy and Regulatory Frameworks: Enhance policy and regulatory 

frameworks in G20 countries to address the gender biases and disparities in AI algorithms 

and healthcare practices, ensuring equitable access and outcomes for all individuals. 

Accountability and countermeasures against discrimination or bias, driven by existing 

gender inequalities, must be explicit and actionable within member state’s AI 

transformation. The USA’s Federal Register's AI Accountability Policy Request for 

Comment is a good example of the role of government policy in the AI accountability 

ecosystem. Tools for AI regulation can be sectoral or horizontal in the broad sense, 

incorporating outcome-based accountability measures for stakeholders, including users 

(National Telecommunications and Information Administration 2023). The OECD 

emphasizes a risk management approach and regulatory sandboxes for testing innovative 

products and services with appropriate oversight and safeguards, and ethical requirements 

could also be trialled here (Organisation for Economic Co-operation and Development 

2020). 
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7. Privacy and Data Protection: Data protection and privacy should stand as 

cornerstones for the ethical utilization of AI in health, necessitating responsible and 

careful handling of sensitive information with compliance. The USA’s National Institute 

of Standards and Technology advocates for robust controls, encryption, data integrity 

mechanisms, access restrictions, and appropriate data retention (Joint Task Force 2020). 

Argentina and Brasil, have enacted legislations to safeguard personal data in AI systems 

Prioritizing data privacy fosters trust, aligning with ethical AI development (Agency for 

Access to Public Information 2023; International Association of Privacy Professionals 

2020). In the EU, GDPR and the AI Act both detail stringent privacy requirements for AI 

use. The regulatory approach must enshrine protections against unauthorised access and 

respect of individual patient rights. 
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Outcomes’ Scenario 

 

A protective transformation for AI in health 

As G20 countries are forging regulations to catch up with rapid advances in AI, this 

policy brief recommends key ethical governance principles to ensure gender equity and 

integrity of AI in health. The commitment to principles such as development and use of 

representative high-quality data or bias assessment activities will yield accurate models, 

leading to equitable healthcare outcomes. Implementation of privacy, transparency, 

accountability and representative stakeholder engagement should serve to enhance public 

trust and adoption of AI.  

Nonetheless, navigating complex, and differing legal frameworks to meet regulatory 

requirements poses challenges. Firstly, divergence in requirements may hamper the global 

use of AI and policymakers need to use international fora like the G20 to harmonise AI 

regulation. Secondly, there are difficulties in adhering to multiple requirements; for 

example, adherence to privacy laws or protection of classified information may hinder 

transparency, necessitating a delicate balance between disclosure and compliance. 

Meeting these requirements is also resource intensive, involving significant investments 

in infrastructure and personnel. Therefore, regulations should be implemented 

proportionately in crises management scenarios or low-risk applications. Nevertheless, 

ethically governed AI should be mandated from an equity, health, and commercial 

standpoint. This requires continued political will, dedicated resources, technical 

innovation and systemic changes. 
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