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Abstract

The integration of artificial intelligence (AI) into cybersecurity frameworks offers immense 

potential for proactive threat detection and mitigation. However, this advancement also 

presents significant challenges, including the potential misuse of AI in cyberattacks. After a 

brief introduction to the dual-use nature of AI from a cybersecurity perspective, this policy 

brief argues for a collaborative approach among G7 nations to address these challenges 

and maximise the benefits of AI in cybersecurity. It makes recommendations for improving 

information sharing, establishing common standards, ensuring the trustworthy operation of AI 

systems, and engaging the young developer community.
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1. The challenge: AI for cybersecurity or cybersecurity for AI?

The rapid evolution of large language models (LLMs) has marked a turning point in the current 

era, significantly increasing public interest and engagement with artificial intelligence (AI) 

technologies. The model’s text generation capabilities have not only surprised the public but 

have also exceeded the expectations of experts. Since the release of the ChatGPT application 

by OpenAI, backed by Microsoft, in November 2022, there has been significant development 

in technology and expanding applications across various domains for this and similar models, 

including in the cybersecurity domain.

The incorporation of AI into cybersecurity frameworks offers significant opportunities to 

improve proactive threat detection and mitigation. However, alongside these advances come 

notable challenges, including the potential misuse of AI in cyberattacks.

Although the G7 countries are engaging with this topic, there is little emphasis on the benefits 

of AI for the cybersecurity domain. This policy brief highlights the significance of a collaborative 

approach among the G7 to facilitate a more promising future for AI applications in the 

cybersecurity sector. 

1.1 Enhancing cybersecurity protection with LLMs

The use and application of LLMs has transformed the cybersecurity landscape (Motlagh et al. 

2024). Indeed, from a cybersecurity perspective, predictability and the ability to learn and adapt 

are the most important innovations in traditional cybersecurity approaches.

AI systems are, by definition, agile, constantly learning from new data to improve their detection 

and response capabilities. As a result, these models offer predictive capabilities that enable the 

identification of potential cyber threats before they manifest into attacks, thus changing the 

traditional cybersecurity posture.

A number of studies are currently investigating the potential of LLM for cybersecurity. For 

the sake of simplicity, we can refer to the NIST framework to explore the opportunities for 

AI in cybersecurity. The NIST Cybersecurity Framework is a set of guidelines for mitigating 

organisational cybersecurity risks, published by the US National Institute of Standards and 

Technology (NIST) and it is based on existing standards, guidelines and practices.

It is one of the most commonly used frameworks in cybersecurity based on five pillars. LLMs have 

the opportunity to contribute to each of these pillars.

The first pillar involves identifying the critical functions of an organisation and the cybersecurity 

risks that could disrupt those functions. LLMs can play a critical role in the “Identify” function in 
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the context of the NIST framework by providing advanced insights and analysis, thanks to their 

ability to process an incredible amount of data. For example, it can support decision making by 

creating a risk matrix that categorises risks by severity.

The second pillar focuses on mitigating the potential impact of a cybersecurity breach. Once 

critical functions have been identified, cybersecurity measures are prioritised and implemented 

accordingly. In the “Protect” function, LLMs enable networks to anticipate and prevent problems 

in advance. Some experiments have used LLMs to improve web content filtering by increasing the 

accuracy of categorising large volumes of URLs (Vörös et al. 2023). In addition, AI can improve 

a system’s robustness – its ability to continue to behave as expected even when it processes 

incorrect inputs (Taddeo et al. 2019). In practice, LLMs can automatically clean up the training 

data by identifying and possibly correcting corrupted codes to ensure it still meets the original 

security requirements. If the code fails to meet these requirements after modification, it would 

not be processed further. This ensures that any changes made by the LLM maintain or enhance 

the security of the codebase.

The third pillar is the “Detection” function, which serves to assess whether a system has been 

compromised so that action can be taken if necessary. As a number of academics have pointed 

out, LLMs can increase a system’s resilience by facilitating threat and anomaly detection and 

assisting security analysts in retrieving information about cyber threats (Taddeo et al. 2019).

The fourth pillar is the “Respond” function which aims to minimise damage by facilitating a rapid 

response. LLMs can enhance a system’s responsiveness, which means its ability to autonomously 

defeat an attack and refine future strategies based on the success achieved by generating 

decoys and honeypots for attackers (Taddeo et al. 2019). Furthermore, as some studies have 

shown, combining LLMs with honeypots – a cybersecurity mechanism designed to lure potential 

attackers – makes it easier to deal with computer viruses, such as malware, and other threats 

(Motlagh et al. 2024: 4).

Finally, the fifth pillar is the “Recovery” function, which aims to recover any data that may have 

been lost as a result of a breach or attack. As some researchers have pointed out, too little research 

has been done to really understand how LLMs can be used to improve this function (Motlagh et 

al. 2024). However, some experiments have already shown that LLMs can play a crucial role in 

improving data backup and recovery processes for businesses (Huang et al. 2024).

1.2 Strengthening LLMs with cybersecurity protection

While AI enhances cybersecurity defences, it also introduces new vulnerabilities and 

opportunities for exploitation by malicious actors. The dual nature of AI poses a significant risk, 

requiring proactive measures to mitigate potential threats.
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The German Federal Office for Information Security (BSI) divides this risk into three main 

categories (BSI 2024).

One group of risks arises due to the probabilistic nature of LLMs, as they generate text based 

on so-called “stochastic correlations”, which means that the prediction derives from a random 

distribution. This, however, may not guarantee factual accuracy. The creation of content, which 

is not part of the input or of the dataset used for training the model, is known as “hallucination”. 

Hallucinations can be difficult to detect because the high linguistic quality of the generated texts 

makes the results convincing. Furthermore, the lack of reproducibility and up-to-date information 

in the output, as well as potential security gaps in the generated code, may reinforce deviations 

from the training data. The probabilistic nature of LLMs means that caution should be exercised 

when using them.

A second group of risks is based on misuse. They are useful tools for criminals due to their 

ability to generate output in different languages and imitate the writing styles of individuals or 

organizations. They can be utilised to create content for social engineering or disinformation. 

Furthermore, LLMs can also be used to write or improve malicious codes, in the same way they 

are used to improve the content of our emails. There are already a number of examples of this. For 

example, WormGPT is an AI-driven tool designed specifically for cybercriminals that automates 

the creation of personalised phishing emails. FraudGPT, meanwhile, enables attackers to create 

convincing content to trick users into clicking on specific links (Motlagh et al. 2024).

A third set of risks comes from attacks to the LLMs that can take the form of so-called “prompt 

injections” or “indirect prompt injection”. In the former, the behaviour of the model, and therefore 

the output, can be modified by inserting specific text inputs into the model. In the latter case, 

if LLMs can access external content such as websites, attackers can access these to place 

instructions that are executed when the website is evaluated by the model, thus changing the 

model’s behaviour.

While many LLMs or LLM-based applications have measures in place to filter and eliminate 

errors, these usually provide only partial protection against misuse and attack scenarios, and 

offer little protection against hallucinations of the LLMs.

This is where the role of the G7 should be: to ensure that new technologies and developments 

are embraced, while at the same time developing appropriate measures to strengthen their own 

cybersecurity protection, thus limiting the risks of their application.
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2. Securing tomorrow: The role of the G7 and the way forward

Cybersecurity is a top priority on the political agendas of all G7 nations. It is not just important, 

but an absolute necessity. In today’s interconnected society, where every facet of life hinges on 

digital infrastructure, the implementation of robust cybersecurity measures is indispensable for 

ensuring the seamless operation of all facets of society.

In the realm of cybersecurity on a global scale, the G7 nations stand as pivotal players: France, the 

United States (US), the United Kingdom (UK), Germany, Japan, Italy, and Canada, along with the 

European Union (EU), are at the forefront of technological innovation and possess formidable 

cybersecurity capabilities.

The G7 leaders have emphasised in the past years the potential of advanced AI systems also in 

the cybersecurity domain, while acknowledging the need to manage associated risks and protect 

societal values (Taddeo et al. 2019).

However, while all the G7 countries possess significant expertise and cybersecurity agencies 

that are doing great work studying the intersection between AI and cybersecurity, cooperation 

in this area has been limited.

The so-called “Hiroshima AI Process” is probably one of the most relevant steps in this 

direction. Initiated in May 2023, the Hiroshima AI Process seeks to establish global standards 

for regulating advanced AI systems. It has been successful particularly in reaching agreement 

among the G7 nations on International Guiding Principles alongside a Code of Conduct tailored 

for AI developers in October 2023 (G7 2023). Several critical facets of AI governance have been 

highlighted in these documents, including the need for a risk-based approach to be followed 

throughout the AI lifecycle. It also recognises the need for continuous monitoring, reporting and 

mitigation of misuse and incidents, as well as the need to establish risk management protocols, 

practices and robust security measures for AI systems (Habuka 2023).

A second very important development is the new “Guidelines for secure AI system development”, 

published in November 2023, which will help developers make informed decisions about the 

design, development, deployment and operation of their AI systems (NCSC and CISA 2023). The 

Guidelines, published jointly by the UK’s National Cyber Security Centre (NCSC) and the US’s 

Cybersecurity and Infrastructure Security Agency (CISA) have been already agreed by all the G7 

cybersecurity leading agencies or authorities.

In addition to these efforts, it is worth mentioning that the leading G7 cybersecurity agencies 

are increasingly engaging in bilateral and, in some cases, trilateral cooperation. However, this 

cooperation is not yet focused on AI and cybersecurity, but is much broader in nature.
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Within the EU, for example, there has long been a particularly close cooperation between the 

German BSI and the French ANSSI (BSI 2018). The same is true for the agencies of the UK, the 

US and Canada. With the recent establishment of the AI Safety Institute in Japan in February 

2024, international cooperation with related organisations is also expected to increase (Yomiuri 

Shimbun 2023).

Drawing on the work and networks of leading cybersecurity agencies, this policy brief advocates 

for increased collaboration among the G7 to ensure a secure future for AI applications in the 

cybersecurity community.

The G7 nations are well-positioned to spearhead collaborative efforts in leveraging AI for 

enhanced cybersecurity. By working together, they can facilitate information exchange, pool 

resources, and establish unified standards for the ethical and secure use of AI in cybersecurity 

operations. Additionally, the G7 can serve as a model for international cooperation, inspiring 

other nations to adopt similar approaches to address emerging cybersecurity challenges.

3. Recommendations to the G7

Each of the G7 nations has already undertaken various activities and initiatives in the field of AI. 

These efforts are united by a common goal: to foster greater trust in AI systems. To navigate the 

dual nature of AI models and ensure their effective use for cybersecurity purposes, the following 

steps are essential:

1. Foster informal cooperative dialogues among G7 cybersecurity bodies: It is suggested 

that the G7 nations promote regular exchanges between their leading cybersecurity agencies 

to facilitate continuous updates on the use of AI services and products. These exchanges should 

include the dissemination of best practices, insights into emerging threats, and joint research 

ventures aimed at improving AI-driven cybersecurity solutions. To maximise effectiveness, it is 

recommended that such exchanges take place within an informal framework. For example, in 

conjunction with the G7 presidency, the relevant cybersecurity authority within each nation 

should lead and coordinate regular meetings to address key AI cybersecurity issues. The following 

issues should be addressed in such meetings:

1.1 Initiate discussions around the possibility of developing a comprehensive common 

indicator to assess “trustworthiness” of AI services and products: In such a setting, G7 

cybersecurity bodies should start a conversation to develop comprehensive indicators to 

assess the “trustworthiness” of AI services and products. These indicators should go beyond 

technical specifications and encompass broader societal, economic, and geopolitical factors. 

By evaluating AI systems from multiple perspectives, policymakers can better identify 

potential risks and ensure the responsible deployment of AI in cybersecurity operations. 

At present, most, if not all, of the G7 cybersecurity bodies are already working to define 
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“trustworthiness”, but mostly in isolation, but cooperation is crucial.

1.2 Sustain efforts for securing AI operations by discussing the “reliability” of AI services 

and products: Sustain ongoing efforts to formulate criteria and international standards for 

the secure operation of AI language models and AI systems at large. Collaboration among 

G7 nations to collectively work on and evolve standards for secure AI services and products 

is crucial for maintaining a unified and robust approach to cybersecurity challenges in an 

increasingly interconnected world. This involves building upon existing initiatives, such as the 

EU’s AI Act and the guidelines proposed by leading cybersecurity agencies, such as the UK’s 

“Guidelines for secure AI systems development”.

1.3 Encourage information-sharing: An essential aspect for sustaining efforts for securing AI 

operations is information sharing on current AI-related threats and vulnerabilities. To this end, 

information sharing should regularly take place among G7 cybersecurity bodies. This should 

include not only information on the presence and exploitation of a particular vulnerability, 

but also an assessment of the impact of that vulnerability on the security of society at large, 

including the impact on the business sector, on consumers and, where appropriate, on the 

government.

2. Advance joint research and innovation to better identify the needs for research on AI for 

cybersecurity and on securing AI: Collaboration between public and private actors in research 

and innovation in this area is essential. The set up of public-private laboratories for AI testing 

could be one way to advance research and innovation in the technological field, especially in the 

security realm. Such research still occurs in silos, with governments and industries developing 

the best possible solutions with little or no collaboration between them. AI-based cybersecurity 

solutions should be developed as joint projects between governments and industries, within a 

framework of public-private laboratories for testing. This will also ensure that any government 

funding for research can be applied in real-life situations.

3. Engage with the developers’ community and beyond to raise awareness of developers: It is 

important to engage with the developer community, including those in the formation phase, from 

the outset. The aim is not to make developers the only responsible for ensuring the security of 

AI systems and applications, but rather to provide them with the necessary tools and knowledge 

to enable the development of secure AI applications by design. Recent research conducted by 

Professor Matthew Smith at the University of Bonn, in the Computer Science curriculum, has 

demonstrated that courses on cybersecurity and privacy positively impact students’ programming 

skills (Gorski et al. 2023).

It is important to recognise that the differing cybersecurity views held by G7 nations present 

challenges to cooperation. These may include, for instance, differing security priorities, legal 

frameworks, technological capabilities, and geopolitical factors. To overcome these, it is necessary 

to engage in sustained dialogue, build trust, and align on common cybersecurity objectives, 

including information sharing, capacity building, and norm development.



 8

Task Force 4 Policy Brief

However, as the complexity of cyber threats increases, with the advent of AI, the G7 nations must 

take the initiative to integrate AI into cybersecurity frameworks. By adopting a collaborative 

approach, the G7 nations can capitalise on the potential of AI to enhance cybersecurity while 

addressing concerns related to misuse and vulnerabilities. However, it is imperative that they 

commence these efforts without delay. The recommendations set forth in this policy brief serve 

as a roadmap for fostering international cooperation and establishing a secure and resilient 

cybersecurity ecosystem in the age of AI.
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